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EDUCATION PhD, TU Darmstadt, Darmstadt, Germany since 2020
• unifying causality, symbolic AI and machine learning
• supervised by Kristian Kersting

MSc, Max Planck Institute for Intelligent Systems, Tübingen, Germany 2018–2020
• Computer Science (total grade 1.4)
• thesis: “Learning Algorithms, Invariances, and the Real World” (grade 1.3)
• supervised by Bernhard Schölkopf and Jan Peters

BSc, Max Planck Institute for Brain Research, Frankfurt a. M., Germany 2015–2018
• Computer Science (total grade 1.5)
• thesis: “Matching Bundles of Axons Using Feature Graphs” (grade 1.0)
• supervised by Moritz Helmstädter and Jan Peters

RESEARCH
VISITS

University of Texas at Dallas, USA, Sriraam Natarajan 2023
Columbia University, USA, Elias Bareinboim 2022
Standford University, USA, Tobias Gerstenberg 2022
University of California Los Angeles, USA, Guy Van den Broeck 2022

INDUSTRIAL
EXPERIENCE

Konfuzio, Frankfurt a. M./Munich, Germany 2018–2020
• Machine Learning Developer

Bosch Center for Artificial Intelligence, Renningen, Germany 2018
• Research Intern (6 months)

Pricewaterhouse Coopers, Frankfurt a. M., Germany 2017/18
• Data Analytics Intern (6 months)

CAREER NOTE Medical Leave 2024, 2025
• A medical condition with acute symptoms required me to take a full break from professional work.

After a period of treatment and recovery, I returned to full capacity in May 2025.

INVITED TALKS
& (CODING)
TUTORIALS

“Causal Bandits” Podcast, Frankfurt a. M., Germany; causalbanditspodcast.com 2023
Causal Data Science Meeting 2023, virtual; causalscience.org 2023
Microsoft’s Causality Reading Group, virtual 2023
“Causality in Practice” (Université Paris-Saclay), Orsay, France; QoC URL 2023
ICLR 2023 Workshop on Domain Generalization, virtual; ICLR’23 WS URL 2023
Learning Information Signal Processing Group (Dartmouth College) 2023
Causal Inference Interest Group (The Alan Turing Institute), virtual; CIIG URL 2022
7th Int’l Summer School on Data Science, virtual; SSDS’22 URL 2022
EEML 2022 Serbian Machine Learning Workshop, virtual; SMLW’22 URL 2022

ORGANIZATION NeurIPS 2025 Workshop nCSI 2nd Edition, NeurIPS25 WS nCSI URL upcoming
• co-organizer

hessian.AI 2024
• elected as part of appointment committee

AAAI 2024 Workshop on “Are LLMs Simply Causal Parrots?” (LLMCP), LLMCP URL 2024
• leading organizer and central coordinator

NeurIPS 2022 Workshop on neuro Causal and Symbolic AI (nCSI), nCSI URL 2022
• leading organizer and central coordinator

Causality Discussion Group, CDG URL 2022, 2023, 2024
• founder and core organizer
• open, weekly online discussion group, over 600 members, a total of 67 recorded sessions

AWARDS Oral Paper Presentation at YES Causal Inference Workshop 2023
Outstanding Reviewer at ICLR Workshop on Objects, Structure and Causality 2022
Top Reviewer at AISTATS and NeurIPS 2022
Eastern European ML Summer School Best Paper Award 2021
Germany Scholarship 2015, 2016, 2018
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TEACHING Lecturer, University Lecture on Causality for AI-ML, TU Darmstadt 2023, 2024
Lecturer, Course on Causality for AI-ML, ESSAI 2023
Supervisor, 6 Master Theses since 2020
Supervisor, 1 Bachelor Thesis since 2020

REVIEWER JAIR 2024
ICLR 2024
JMLR 2023
ICML 2022–2024
NeurIPS 2022–2023
AISTATS 2022–2023
ACML 2023
ICLR Workshop on Objects, Structure and Causality 2022

PUBLICATIONS See also my Google Scholar profile: Google Scholar (id: gzJZcPUAAAAJ)

MOST
IMPORTANT
PUBLICATIONS

[1] M Zečević, D Dhami, A Karanam, S Natarajan, K Kersting, “Interventional sum-product
networks: Causal inference with tractable probabilistic models,” Advances in Neural
Information Processing Systems (NeurIPS) 34, pp. 15019-15031, 2021.
NeurIPS URL (hash: 7eb7eabbe9bd03c2fc99881d04da9cbd)

[2] M Zečević, D S Dhami, K Kersting, “Not All Causal Inference is the Same,” Transactions in
Machine Learning Research (TMLR), 2023.
OpenReview URL (id: ySWQ6eXAKp)

[3] M Zečević*, M Willig*, D S Dhami, K Kersting, “Causal Parrots: Large Language Models
May Talk Causality But Are Not Causal,” Transactions in Machine Learning Research
(TMLR), 2023.
OpenReview URL (id: tv46tCzs83)

[4] M Zečević, D S Dhami, K Kersting, “Structural Causal Models Reveal Confounder Bias in
Linear Program Modelling,” Journal Track of Asian Conference on Machine Learning (ACML):
Springer Machine Learning, Volume 113, pp. 1329–1349, 2024.
Springer Nature URL (doi: 10.1007/s10994-023-06431-9)

[5] J Seng, M Zečević, D S Dhami, K Kersting, “Learning Large DAGs is Harder than you Think:
Many Losses are Minimal for the Wrong DAG,” The 12th International Conference on
Learning Representations (ICLR), 2024.
OpenReview URL (id: gwbQ2YwLhD)

[6] M Willig, M Zečević, D S Dhami, K Kersting, “Do Not Marginalize Mechanisms, Rather
Consolidate!”, Advances in Neural Information Processing Systems (NeurIPS) 36,
pp. 60947-60965, 2023.
NeurIPS URL (hash: bf73c283ed3108ee9f84da2e29bcc336)

[7] M Zečević, F P Busch, D S Dhami, K Kersting, “Finding Structure and Causality in Linear
Programs,” The 10th International Conference on Learning Representations (ICLR)
1st Workshop on Objects, Structure and Causality, 2022.
OpenReview URL (id: rc8l8SOU9ec)

[8] M Zečević, M Willig, J Seng, F P Busch, “Continual Causal Abstractions,” Proceedings of
The First Association for the Advancement of Artificial Intelligence (AAAI) Bridge
Program on Continual Causality, Proceedings of Machine Learning Research (PMLR)
208:45-51, 2023.
PMLR URL (id: v208/zecevic23a)

[9] M Zečević*, M Willig*, D S Dhami, K Kersting, “Identifying Challenges for Generalizing to
the Pearl Causal Hierarchy on Images,” The 11th International Conference on Learning
Representations (ICLR) 1st Workshop on Domain Generalization, 2023.
OpenReview URL (id: QBgmo9BvnS)

[10] M Zečević, D S Dhami, P Veličković, K Kersting, “Relating Graph Neural Networks to
Structural Causal Models,” 2021.
arXiv URL (id: https://arxiv.org/pdf/2109.04173)
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